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Abstract—Reliable lane keeping is a fundamental requirement of autonomous model cars. This paper presents a sophisticated image processing pipeline in combination with the Stanley steering controller to reliably steer model cars on their lane at high speeds. We show that the pipeline significantly improves robustness compared to a naive steering implementation. The results ensure reliable lane keeping and hence enable testing of higher-level algorithms for e.g. overtaking or merging scenarios.
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I. INTRODUCTION

With the emergence of autonomous and automated vehicles, the research on algorithms for improving reliability, efficiency and safety has greatly increased. Despite having accurate traffic and vehicle models used for simulation, results need to be tested and verified in reality [1]. However, nowadays cars are very complex, offer strict software interfaces, and need to conform to safety regulations [2], which makes them unsuitable for initial testing of algorithms in reality. Therefore, after simulations small model vehicles are used to facilitate the testing of new algorithms.

Robust lane keeping is a fundamental property of a research platform for a wide range of traffic scenarios. Any high-level traffic control or maneuvering algorithm assumes that the vehicle can robustly and autonomously remain on its target lane. Therefore, implementing a robust lane keeping algorithm is a prerequisite for testing algorithms in traffic control or vehicle maneuvers.

In this paper, we compare the performance of a well-designed image processing and control pipeline for lane keeping against a straight-forward naive implementation of minimal implementation effort. We show that by using the more complex pipeline, the vehicles will drive more robust and hence can use higher speeds while driving smoothly along the lane.

The employed vehicle platform is a realistic model car in 1:10 scale with a two-axle chassis with Ackermann steering [3] that carries a Raspberry Pi as the compute unit, a servo motor for steering, a DC motor for acceleration and a forward facing Raspberry Pi camera as its main sensor. The test track the cars drive on consists a yellow middle line (ref. Fig. 2), which, together with the car’s cameras, is used to guide the cars along the predefined track.

The remained of this paper is structured as follows: The system model used when modelling the vehicle, as well as the experimental environment used when testing the pipeline and control algorithms is described in Sec. II. Afterwards, both processing pipelines are described and simulation results are presented. Sec. IV discusses the measured results and finally, a conclusion is given.

II. SYSTEM MODEL

The kinematic equations of motion for a two axle vehicle are commonly represented by the bicycle kinematic model [4]. This model is represented by the following nonlinear state space representation:

\[ \dot{x} = v \cos(\theta), \]
\[ \dot{y} = v \sin(\theta), \]
\[ \dot{\theta} = \frac{v}{l} \tan(\phi). \]

The state variables of the model are \(x, y, \) and \(\theta,\) where \(x\) and \(y\) are the cartesian coordinates of the midpoint of the rear axle and \(\theta\) is the heading of the vehicle. The input variables of the model are \(v\) and \(\phi,\) where \(v\) is the velocity of the vehicle and \(\phi\) is the current steering angle.

In reality, the car’s steering angle \(\phi\) cannot change arbitrarily or jump, which mathematically translates to the requirement of continuity. Therefore, \(\phi\) is modeled to be the output of a first order low-pass with the configurable time constant \(T\) and input \(u,\) where \(u\) represents the target steering angle.

\[ \dot{\phi} = \frac{(u - \phi)}{T}. \]

The state of the model vehicle is estimated by the image processing pipeline. This image pipeline processes pictures taken from the front-facing camera of the vehicle and estimates the heading \(\theta\) relative to the lane and lateral distance \(e_{fa}\) from the lane. A subsequent steering controller translates this information to the target steering angle which is fed to the vehicles servo. Fig. 1 represents the block diagram of the control loop. The image processing pipeline and steering controller are described in following sections.
The track and yellow lane line, that the vehicle needs to follow, can be seen in Fig. 2. The track consists of four identical straight and curved sections, forming a closed circuit. When the vehicle is travelling around the track, a positive controller output corresponds to a left turn, while a negative output corresponds to a right turn. Therefore, when travelling clockwise through the track, the target steering angle $u$ is expected to be negative on average.

III. IMAGE PROCESSING

A. Naive Implementation

In the most basic implementation of lane detection, all yellow pixels from the incoming camera image are extracted and the biggest grouping is considered to be the lane line. The distance between the $x$-coordinate of the center of this group and the center of the image is considered the cross-track error $e_{fa}$ and is provided as the input to the steering controller. No heading information $\theta$ is extracted from this simple pipeline.

B. Improved Implementation

To improve the naive pipeline, extra steps were added in order to extract additional information from an image, namely the heading of the lane line. The improved pipeline is based on [5]. It is composed of multiple stages in order to calculate the heading $\theta$ and cross-track-error $e_{fa}$. The steps to do so are explained in the following section.

1) Distortion Removal: The start of the image processing pipeline is the distortion removal. For the cars, a fisheye camera was chosen as opposed to a rectilinear camera. The benefit of a fisheye camera arises from its wider angle of view in comparison to a rectilinear camera. However, a fisheye camera inherently has barrel distortion causing straight lines to become curved. The curvature of these lines is dependent on their radial distance from the center of the image. Compensation for this distortion is possible through software, using the process known as camera calibration or camera resectioning [6]. We used the OpenCV library, in particular the initUndistortRectifyMap [7] and remap [8] functions to accomplish this task. Fig. 3b shows the effect of this stage of the pipeline.

2) Color Thresholding: The next step in the pipeline is color thresholding. This stage removes all pixels from the image that are not the color of the lane line. For this step to be more robust against lighting changes, the image is first converted to the HSV color space from the RGB color space. In order to detect the yellow lane, the pipeline will filter out colors outside of the yellow hue range and then truncate the lower section of the lightness and saturation channels. As a result of this, only bright yellow is left in the image. Fig. 3c displays the effect of this stage of the pipeline.

3) Perspective Transformation: The third part of the image processing pipeline is the perspective transformation [9].

Whenever an image is captured with a camera mounted to the vehicle, the lane line will be trapezoidal as opposed to rectangular, due to the angle the camera is mounted on the car. This perspective requires that all calculations regarding the lane line must compensate for its decreasing width. In order to avoid this requirement, a perspective transformation is employed. For this we use the functions getPerspectiveTransform and warpPerspective [8] of the OpenCV library.

A consequence of this new perspective, is that the resulting image is a orthogonal view of the track. Fig. 3d displays the effect of this stage of the pipeline.

4) Initial lane detection: After the perspective transformation stage, the start point for the sliding window method in the next step is found. The number of white pixels is counted for each column of the image. The column with the highest number of white pixels is assumed to contain the lane, and is selected as the start point for the sliding window method.

5) Sliding Window Method: In the fifth stage of the pipeline, an analytical approximation of the lane is calculated through the sliding window method [5][10] Using the least squares method [11], a second order polynomial is approximated, creating a best fit through the centers of each sliding window. The polynomial provides an analytical representation of the lane, given by

$$g(y) = \beta_0 + \beta_1 y + \beta_2 y^2,$$  \hspace{1cm} (3)

where $\beta_i$ are the coefficients determined using the numpy method polyfit [12].

Fig. 3e and 3f display an example of the sliding window method process and the resulting approximated polynomial, respectively.

6) Calculation of Heading and Cross-Track-Error: In the final stage of the pipeline, the heading and offset from the lane line are calculated.
An analytical heading is found at a chosen point $y$ along the path with the equation:

$$\theta = \arctan(g'(y)), \quad (4a)$$

with $g'(y)$ being the derivative of the polynomial found in the last stage.

The offset from the lane line is calculated from the fitted polynomial with the following function:

$$e_{fa} = \left( \frac{w}{2} - g(h) \right) \cdot s_{mpp}, \quad (5)$$

where $w$ is the width of the image, $g(h)$ is the value of the fitted polynomial at the bottom of the image, $s_{mpp}$ is a scaling constant to translate pixels into meters.

IV. CONTROL ALGORITHMS

A. PID Control

The naive approach uses a PID controller [13] to control the steering of the vehicle. As its input, the controller uses the cross-track-error $e_{fa}$ as calculated by the naive image processing. The controller output is given by

$$u = k_p e_{fa} + k_d \dot{e}_{fa}, \quad (6)$$

where the optimal values for the coefficients $k_p$ and $k_d$ where found by trial-and-error. The I-component of the PID control was intentionally set to zero, as it did not improve the driving robustness. The target steering angle $u$ is sent to the servo to steer the vehicle.

B. Stanley Controller

1) Theoretical Background: The Stanley controller is a non-linear control algorithm that was developed in 2005 by Stanford University with the purpose of controlling a two-axle vehicle using only the heading and the cross track error from the path to be followed. The algorithm has been proven to be asymptotically globally stable for the kinematic model of a two-axle vehicle [14].

The Stanley controller is a path following controller instead of a trajectory following controller. As a lateral controller, it is designed to keep the vehicle on the path but has no impact on the forward speed. This approach allows for a flexible choice of the vehicle speed, which can be selected as required for a given application, subject to dynamic effects. The Stanley controller is represented mathematically by the following equation:

$$u = \theta + \arctan \left( \frac{k e_{fa}}{v} \right) \quad (7)$$

where $u$ represents the controller output, $\theta$ is the current heading of the vehicle relative to the path, $k$ is a scaling factor,
The velocity of the vehicle is $v$ and the cross track error from the midpoint of the vehicle’s front axle to the path is $e_{fa}$. At low velocity, the two controllers have similar behaviour. As the forward velocity of the vehicle increases, the controller output scales appropriately. Between forward velocities 1.0 and 1.5 m/s, the signal output of the two controllers are similar, however at 1.75 and 2.0 m/s the sinusoidal nature of the PID controller degrades, while the sinusoidal nature of the Stanley controller increases.

At 1.75 m/s, the naive pipeline and PID controller can still control the vehicle onto the lane, however as can be seen in Fig. 5b, outliers are more common than with the Stanley controller. These lead to high oscillations in the controller output. When the naive pipeline incorrectly identifies the lane, the PID controller has difficulty returning the vehicle to the lane. This can also lead to the controller crashing the vehicle into the wall, which can be seen at the right end of the graph. In contrast, the improved pipeline and the Stanley controller still control the vehicle onto the lane, however as can be seen in Fig. 5c, the output varies between -30 and 30 degrees and there is no periodicity. In comparison, the Stanley controller has a stable oscillation at 1.75 m/s.

V. RESULTS

A. Maximum Forward Velocity

Using the naive pipeline and PID controller on the vehicle, velocities exceeding 1.5 m/s result in reduced robustness. The naive pipeline and PID controller cause the vehicle to oscillate when an outlier in the calculation of the cross-track error occurs and requires more time to return to the lane. The magnitude of these oscillations increases with the forward velocity of the vehicle. If the velocity exceeds 2.0 m/s, the PID controller crashes the vehicle against the track wall. Even velocities between 1.5 and 1.75 m/s require supervision and manual emergency stops to avoid crashes.

In contrast, the improved pipeline and Stanley controller require no supervision until the forward velocity of the vehicle reaches 2.3 m/s. However, at higher velocities the vehicle oscillates about the path, never converging onto the path. This behaviour has been also foreseen from the simulation results.

B. Controller Output

1) Controller Output over Time: Fig. 5a shows the output of the two controllers over time at forward velocity of 1.0 m/s. At low velocity the two controllers have similar behaviour. As the forward velocity of the vehicle increases, the controller output scales appropriately. Between forward velocities 1.0 and 1.5 m/s, the signal output of the two controllers are similar, however at 1.75 and 2.0 m/s the sinusoidal nature of the PID controller degrades, while the sinusoidal nature of the Stanley controller increases.

At 1.75 m/s, the naive pipeline and PID controller can still control the vehicle onto the lane, however as can be seen in Fig. 5b, outliers are more common than with the Stanley controller. These lead to high oscillations in the controller output. When the naive pipeline incorrectly identifies the lane, the PID controller has difficulty returning the vehicle to the lane. This can also lead to the controller crashing the vehicle into the wall, which can be seen at the right end of the graph. In contrast, the improved pipeline and the Stanley controller have no issue following the path at the same velocity.

At 2.0 m/s, the PID controller is unable to robustly control the vehicle. As can be seen in Fig. 5c, the output varies between -30 and 30 degrees and there is no periodicity. In comparison, the Stanley controller has a stable oscillation...
between -30 and 0 degrees and is periodic, which corresponds to a smooth driving behaviour.

Outliers do not lead to high oscillations when the vehicle is being controlled by the Stanley controller. It has been observed that the vehicle will reorient itself onto the path much quicker than the PID controller.

Due to the relatively short straight section of the track, both controllers are unable to converge to a steady state before the next curve.

VI. Conclusion

In this paper we have compared two approaches on lane keeping for model cars. Our results show that a more elaborate processing pipeline including sophisticated image processing and steering control can significantly enhance the robustness of model cars in lane keeping scenarios compared to a simple PID control implementation. With the presented Stanley controller pipeline, our model cars could reliably steer at speeds of 2.3 m/s which is sufficient for many traffic scenarios. Therefore, the presented pipeline serves as a basis for subsequent tests of e.g. overtaking or merging traffic scenarios with the employed model cars.

REFERENCES


