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ABSTRACT

The M3 system (ASPLOS ’16) proposed a hardware/software co-
design that simplifies integration between general-purpose cores
and special-purpose accelerators, allowing users to easily utilize
them in a unified manner. M3 is a tiled architecture, whose tiles
(cores and accelerators) are partitioned between applications, such
that each tile is dedicated to its own application.

The M3x system (ATC ’19) extendedM3 by trading off some iso-
lation to enable coarse-grained multiplexing of tiles among multiple
applications. With M3x, if source tile 𝑡1 runs code of application 𝑝
and sends a message𝑚 to destination tile 𝑡2 while 𝑡2 is currently not
associated with 𝑝 , then𝑚 is forwarded to the right place through a
łslow pathž, via some special OS tile.

In this paper, we present M3v, which extends M3x by further trad-
ing off some isolation between applications to support łfast pathž
communication that does not require the said OS tile’s involvement.
Thus, withM3v, a tile can be efficientlymultiplexed between applica-
tions provided it is a general-purpose core. M3v achieves this goal by
1) adding a local multiplexer to each such core, and by 2) virtualizing
the core’s hardware component responsible for cross-tile communi-
cations.We prototypeM3v using RISC-V cores on an FPGA platform
and show that it significantly outperforms M3x and may achieve
competitive performance to Linux.
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Figure 1: Tile multiplexing onM3 (nomultiplexing), M3x (all

tiles canbemultiplexedusing a single centralizedOS tile), and

M3v (general-purpose tiles canmultiplex themselves). Each

of the lower tiles can exist multiple times in a real platform.

1 INTRODUCTION

M3 [16] is a hardware/software co-design that addresses the trend
towards increasingly heterogeneous systems [28, 29, 40, 41, 52]. It
is based on a tiled hardware architecture [59] and allows users to
easily utilize general-purpose cores and special-purpose accelera-
tors in a unified manner. Communication between tiles is achieved
with a custom per-tile hardware component called data transfer
unit (DTU). The DTU provides a uniform interface to all tiles, which
simplifies heterogeneous systems. Additionally, the DTU isolates
tiles from each other, because cross-tile communication is denied
by default. Communication channels between tiles are set up by the
communication controller,1 or controller for short, which runs on a
dedicated OS tile. After the setup, applications can communicate
directly via their DTU, bypassing the controller. Therefore, we call
such communication fast-path communication.

As depicted in Figure 1 (left),M3doesnot support tilemultiplexing
and is therefore limited to one application per tile. The inability to
multiplex tiles inhibits tileutilizationwhenapplicationsareoccasion-
ally idle. Multiplexing tiles amongmultiple applications therefore
enables increased tile utilization. One reason that M3 and similar
systems likeDLibOS [42] are limited to one application per tile is that
tilemultiplexing impedes fast-path communication: theOS is respon-
sible for tile multiplexing, but the goal of fast-path communication
is to bypass the OS. For example, if an application is waiting for an
incoming message, the OS needs to suspend the application to allow
forward progress for other applications on the same tile. Later, the
OS needs to resume the suspended application uponmessage arrival.

M3x [15] resolved this challenge in a manner that allows for mul-
tiplexing of both general-purpose cores and special-purpose accel-
erators. With M3x, the controller performs all context switches on

1We decided to use the name communication controller instead of łkernelž as in previous
M3 papers to prevent confusion with the traditional meaning of łkernelž.
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all tiles in the system remotely, as illustrated in Figure 1 (middle).
Namely, the controller is responsible for scheduling decisions, asks
other tiles to save or restore their state, and switches between con-
texts.M3xretains fast-pathcommunication if the recipient is running,
but otherwise resorts to slow-path communication, which redirects
the communication over the controller.When two applications share
a tile and cause frequent slow-path communication, M3x suffered
from performance problems.

In this paper, we present M3v, a new core-multiplexing approach
for the M3 system that replaces the general mechanism of M3x by a
specificone for general-purpose cores.We trade someof the isolation
andgenerality ofM3x for improvedefficiency.As sketched inFigure 1
(right), our design is based on 1) a core-local software multiplexer,
which performs context switches on this core without involving the
controller on the OS tile and on 2) hardware virtualization of the
DTU (vDTU ). In contrast to the previous M3 prototypes that were
simulated, we built a hardware FPGA-based implementation of M3v
including our core-multiplexing support. In the evaluation, we com-
pare to M3x in simulation using a context-switch heavy workload,
showing a two-fold performance improvement and almost linear
scalability up to 12 tiles for M3v, whereas M3x does not scale to two
tiles. Additionally, we evaluate the performance of M3v in compari-
son to Linux on an FPGA platform, showing that M3v is competitive
with single and multiple applications per core.

In terms of isolation, both M3x andM3v are less secure thanM3,
because they weaken isolation, allowing multiple applications to
share a physical core, whereas M3 enforces physical isolation. The
newly proposed M3v further trades off some isolation relative to
M3x, as multiplexing is supported in both M3x and M3v but M3x
implements it remotely in the controller, where it is isolated from
untrusted, potentiallymalicious applications. In contrast,M3v imple-
ments multiplexing in the application tiles, where no such physical
isolation exists, which is most likely riskier, notably with respect to
side-channel attacks.

Moreover,whereasM3xmultiplexing functionality is implemented
in software and is operational only at the controller, M3v multiplex-
ing is implemented in hardware in each individual core. Thus, M3v
trades off software complexity (that affects only one core), with hard-
ware complexity (affecting all cores). In all M3 variants, taking over
the controller implies taking over the entire machine.

Paper Roadmap. In section 2, we provide background onM3 and
M3x and discuss how similar system properties can be achievedwith
traditional architectures. We then present the design and implemen-
tation of M3v in Sections 3 and 4, respectively. Section 5 discusses
the trade-off between isolation and efficiency. We evaluate M3v in
Section 6 and then discuss relatedwork and futurework in Sections 7
and 8, respectively.

2 BACKGROUND

This section introduces M3 [16] and provides the required back-
ground on its extensionM3x [15], which implements core multiplex-
ing. Furthermore, we compare the properties of the M3 platform
with traditional system architectures and discuss the differences.

2.1 TheM3Hardware/Software Platform

M3 [16] proposed a new system architecture based on a hardware/
software co-design. On the hardware side, M3 builds upon a tiled
architecture [59], as shown in Figure 3.M3 extends its tiles by adding
a new hardware component called data transfer unit (DTU) to them.
Each tile contains aDTUand either a core, an accelerator, ormemory
(e.g., a memory interface to off-chip DRAM). In contrast to conven-
tionalarchitectures,M3doesnotbuilduponcoherent sharedmemory,
but uses the DTU for cross-tile messaging and memory accesses.
To performmessage-passing or memory accesses, a corresponding
communication channel needs to be established. Communication
channels are represented as endpoints in the DTU. At runtime, each
endpoint can be configured to different endpoint types: A receive

endpoint allows to receive messages, a send endpoint allows to send
messages to a specific receive endpoint, and a memory endpoint

allows to issue DMA requests to tile-external memory. Message
passing is performed between a pair of send and receive endpoint,
whereas eachmemoryendpoint refers to a regionofmemorywithout
an endpoint on the memory side.

On the software side, M3 runs a communication controller, or con-
troller for short, on adedicated controller tile, and applications andOS
services on the remaining user tiles. Applications and OS services on
user tiles are represented as activities, comparable to processes. An
activity on a general-purpose tile executes code, whereas an activity
on an accelerator tile uses the accelerator’s logic. Activities can use
existing communication channels, but only the controller is allowed
to establish such channels. By default, no communication channels
exist and thus tiles are isolated from each other. M3 runs at most one
activity per tile and cannot start a new activity on this tile until the
current activity has terminated. In the expectation of abundantly
available tiles, M3 does not support tile multiplexing.

2.2 TileMultiplexing
and Autonomous Accelerators withM3x

M3x [15] introduced tile multiplexing and thereby trades some of
the isolation of M3 for the ability to use the available resources more
efficiently. Since tiles donot sharehardware resources suchas caches,
side-channel attacks based on these resources are not possible be-
tween activities on different tiles. Therefore, if activities share a
tile, isolation between these activities is arguably weaker than the
isolation between activities on different tiles.

M3x proposed to multiplex cores and accelerators with the same
mechanism: the controller performs all context switches on all user
tiles in the system remotely from the controller tile. The controller
is responsible for scheduling decisions, whereas user tiles are re-
sponsible for saving or restoring the activity’s state upon request by
the controller. Since all activities on a tile share the same DTU, the
DTU endpoints need to be saved and restored as well. As the ability
to restore endpoints also allows to create arbitrary communication
channels, saving and restoring of endpoints is done by the controller
inM3x. Activities can use fast-path communication in case the recip-
ient is currently running and fall back to slow-path communication
otherwise. The slow path forwards the message to the recipient via
the controller, which first schedules the recipient and delivers the
message afterwards.
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Figure 2: Combination of software (decode) and hardware

accelerators (fft, mul, and ifft) inM3x’s shell.

Besides tile multiplexing, M3x also improved the user experience
when utilizing accelerators. As an example, consider that a user
wants to do edge detection on image files. The input image is stored
in the file system and the output image should be stored as raw
pixel data for later post processing. The actual image processing
can be done faster and more energy-efficient on specific hardware
accelerators (e.g., using FFT convolution [47]). However, accessing
files from accelerators or pipelining accelerators with software is
challenging [30, 48, 54, 55]. M3x showed how accelerators can run
łautonomouslyž by connecting them directly with OS services or
activities on general-purpose cores. For that reason, the edge de-
tection can be performed on M3x’s shell as illustrated in Figure 2.
M3x showed that the autonomous execution can lead to significant
speedups and reduced CPU utilization.

Apart from these advantages, M3x revealed performance prob-
lems forworkloads on general-purpose cores that frequently require
the slow-path for communication. For example, if two activities
share a tile, communication between these activities is only possible
through the slowpath. The goal of this paper is tomakemultiplexing
of general-purpose cores more efficient.

2.3 Comparison to Existing Architectures

To illustrate what we want to achieve in this paper (namely, the
increment we establish over M3/M3x), let us describe how the de-
sired additional functionality would have been deployed in a more
conventional, łregularž system, by combining existing hardware
and software components in a manner that achieves, more or less,
similar isolation properties to that of M3v. Consider a hypothetical
multi-socket system in which each socket consists of a single CPU
core. Such a system can run amultikernel operating system (e.g., Bar-
relfish [17]) which executes a separate kernel on each socket. Com-
munication can then be performed via a network interface card (NIC)
that is shared between all sockets and that provides hardware virtu-
alization features such as SR-IOV. Similarly toM3, one socket is used
as the controller socket. The sharedNIC is physically connected to the
PCIe root complex of the controller socket. This allows the controller
socket to bind itself to the physical function of the NIC and thus
exclusively control its configuration. The controller socket can set
up communication channels between two sockets by creating two
virtual functions of the NIC that are tagged with a specific VLAN
ID. Afterwards, the controller grants each socket that should partic-
ipate in said communication channel access to one of the respective
virtual functions by making the associated PCIe memory visible to
the respective sockets. Since the user of a virtual function cannot see

or modify the VLAN tag associated with it, communication chan-
nels are isolated from each other. However, in order to provide the
same security properties asM3, we need to additionally ensuremem-
ory isolation. When DRAM is shared among sockets, the controller
socket must restrict memory accesses of all unprivileged sockets to
individual ranges of the physical address space. If it was possible
to arrange things such that 1) sockets are able to access the shared
memory using only a per-CPU DMA engine that copies memory to
memory (like Intel’s I/O Acceleration Technology [11]), and 2) only
the controller is able to program the IOMMU thereby creating restric-
tive address spaces for these per-CPU DMA engines, as required ś
then similar isolation to that of M3would have been achieved.

Such a setup would have had similar system properties as our
proposed system M3v. Namely, sockets would have been isolated
from each other by default and all sharedmemory or communication
channels would have been explicitly established by the controller
socket. In this setup, each socket can bemultiplexed amongmultiple
applications by the socket-local kernel instance, similarly to our tile-
local multiplexer described in further detail in section 3. Since the
NIC supports SR-IOV, each application can have its own virtual NIC
and applications can benefit from fast-path communication without
involving the controller socket. Therefore, instead of virtualizing
the DTU, it is imaginable to replace all DTUs with something that
is conceptually similar to a single SR-IOV-enabled NIC.

Sucha theoretical setup is functionally analogous towhatwewant
to achieve with the M3v design in terms of isolation and communi-
cation between compute cores. But using an SR-IOV-enabled NIC in
this way is ill-suited for the tiled systems-on-a-chip (SoCs) that the
M3 architecture targets, for the following reasons. First, the NIC is
typically off-chip, so that all on-chip traffic is routed over an off-chip
NIC. Considering that the tile-to-tile latency within our on-chip net-
work is dozens of nanoseconds and typical PCIe latencies are about
1µs [22, 31], we expect an increase of communication costs by multi-
ple orders of magnitude. Second, independent of whether the NIC is
on-chip or off-chip, it would be a central hub for all communication
and therefore constitute an inherent bottleneck. Decentralizing the
NIC and its SR-IOV enforcement is non-trivial, whereas our solution
is distributed by design. And third, like the DTU, the NIC would
become part of the trusted computing base, but it is arguably more
complex. We show in this paper how the DTU as a simple on-chip
communication device can be virtualized and thereby shared in an
efficient and lightweight manner.

3 DESIGN

The overall goal of our work is to extend the M3 system architecture
by the ability to multiplex general-purpose cores efficiently among
multiple applications. In more detail, our goals are:

Efficient and scalablemultiplexing: The overhead of a context
switch should be small, so tiles can be multiplexed efficiently. Fur-
thermore, tile multiplexing should scale with the number of tiles.

Transparentmultiplexing: Activities should be able to use the
same communication mechanism, independent of whether the
communication partner runs on the same tile or a different tile.

Strong isolation between tiles: Like in M3/M3x, tiles should not
share resources to prevent that such resources can be used for
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side-channel attacks between activities on different tiles. There-
fore, isolation between tiles is arguably stronger than isolation
between activities on the same tile. Strong isolation between tiles
requires that the tile-local multiplexer has no control over other
tiles. In other words, access to tile-external resources can only be
granted by the controller.

Weak isolation within tiles: Activities running on the same tile
should be isolated fromeachother using the commonmechanisms
of address spaces and privilege levels, as in M3x. Such isolation
is arguably weaker than the isolation between tiles, because co-
locatedactivities share the tile’s resources. For example, the shared
resources open the possibility for side-channel attacks between
activities on the same tile.

3.1 Overall Approach

Traditional OS kernels multiplex cores by saving and restoring its
state (e.g., registers) with the very same core. Multiplexing a tile in
our system architecture requires to additionally multiplex the DTU
among the applications running on this tile. However, allowing a
tile’s core to multiplex its associated DTU by saving and restoring
the DTU state and in particular the DTU endpoints, would also allow
this core to create arbitrary communication channels. Thus, the core
would have full control over the entire system and thereby break the
isolation between tiles.

This challenge is resolved inM3x by letting the controller save and
restore the DTU state on each context switch. Since the controller
runs on a single dedicated tile and performs all context switches
remotely on all other tiles, M3x shows performance and scalability
problems (see subsection 6.4 for details).We therefore decided to not
save/restore the DTU state at all, but enforce that each application
can only access its own DTU state. To make that enforcement effi-
cient we virtualized the DTU. This approach results inmore efficient
and scalable multiplexing of general-purpose cores, which we show
in section 6, and retains strong isolation between tiles. However, our
approach provides weaker isolation thanM3x, as discussed in more
detail in section 5. The following provides an overview on the sys-
tem architecture, introduces the per-tile multiplexer, and describes
the individual extensions of the DTU to virtualize it including their
interaction with TileMux.

3.2 SystemArchitecture

Figure 3 depicts the system architecture of M3v. The controller runs
on a dedicated tile, whereas applications and OS services run on the
remaining user tiles, represented as activities. On general-purpose
cores, activities execute code,whereas acceleratorswork on a context
associated with the current activity. User tiles with general-purpose
cores contain the virtualized DTU (vDTU) and run the tile-local
multiplexer called TileMux. The combination of TileMux and vDTU
allows to run multiple activities on the same tile. In contrast, the
controller tile does not need a vDTU as it only runs the controller.
Similarly, accelerator tiles cannot be currently multiplexed by M3v
(see section 8) and thus also contain a non-virtualized DTU. As inM3

andM3x, memory tiles do not need to be multiplexed, but multiple
tiles can get shared access to memory tiles via memory endpoints.

Core

TileMux

ServApp

Controller

Core Core

TileMux

Application

Memory

DTU

AcceleratorCore
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Service

DTU

Context

vDTU vDTU
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Figure 3: System architecture of M3v. The DTU endpoints

at the end of communication channels correspond to the

activity that owns the endpoint.

Figure 3 also shows communication channels between tiles with
their DTU endpoints on both ends. Communication channels be-
tween twoDTUsrepresentmessage-passingchannels,whereaschan-
nels between one DTU and memory allow to issue DMA requests to
a regionwithin thatmemory. The color of the endpoints corresponds
to the activity that owns the endpoint.

3.3 Tile-Local Multiplexer

The tile-local multiplexer is called TileMux and is responsible for
multiplexing the tile among all activities on this tile. TileMux only
runs on general-purpose cores and leverages the different privilege
modes and address spaces to isolate itself from tile-local activities
and these activities from each other. TileMux is furthermore respon-
sible for scheduling the tile-local activities and to perform low-level
memory management (e.g., manipulation of page-table entries as
explained in more detail in subsection 4.3) upon requests by the
controller. Therefore, TileMux is comparable to traditional kernels
and microkernels [32, 35, 57]. Like with a multikernel [17], we run
one TileMux instance per tile. Additionally, TileMux has no control
beyond its own tile, because TileMux cannot change DTU endpoints
andwe usememory endpoints to control memory accesses to shared
tile-external memory (see subsection 4.3).

Besides the strong isolation between tiles, we want to allow in-
teractions between all activities on all tiles as permitted by the con-
troller, like in M3 and M3x. Therefore like before, the controller
knows all activities in the system and is responsible for establishing
communication channels. The controller decideswhich channels are
established via capability-based access control [46]. Activities send
łsystem callsž in form of DTUmessages to the controller in order to
create, exchange, and revoke capabilities. M3v extends the controller
bycommunicationchannels to eachTileMux instance.Thecontroller
has a send endpoint for requests to TileMux, which are used to, for
example, create new activities or kill activities. TileMux has a send
endpoint to notify the controller about activity terminations.

TileMux offers TMCalls via a trap (e.g., ecall on RISC-V) for
the activities on its tile. TMCalls are used by activities to block for
incoming messages or report a voluntary exit to TileMux.
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3.4 Virtualizing the DTU

The DTU provides two interfaces: the external interface for the con-
troller to change endpoints and thereby establish or tear down com-
munication channels; and the unprivileged interface for activities
that allows them to use existing channels.We added a third interface
to virtualize theDTU, called privileged interface. The privileged inter-
face can only be used by TileMux and enables TileMux to maintain
the illusion for activities that each activity has its own vDTU. The
following sections describe how the privileged interface is used to
securely share tile-local resources (endpoints andmemory) between
tile-local activities and how communication with non-running ac-
tivities can be supported. The similarities and differences between
the virtualization of the DTU and SR-IOV are discussed in section 7.

3.5 Endpoint Protection

Sharing the vDTUwithmultiple activities raises the question of how
toprevent thatoneactivity canuseendpointsof another activity.One
approach is to multiplex the vDTU endpoints among all activities by
lettingTileMuxmediate all vDTUaccesses. However,we learned in a
first design iteration that this is not sufficient, because it degraded the
performance of all communication by an order of magnitude due to
several involvements of TileMux. We concluded that activities need
to be able to use the vDTU directly, without mediation by software.

The vDTU therefore tags all endpoints with the owning activity
id and provides the register CUR_ACT containing the id of the current
activity on the tile. The register is part of the privileged interface
and can therefore only be accessed by TileMux. Attempts to use
communication endpoints of another activity result in an łunknown
endpointž error to prevent that activities can gain information about
other endpoints.

3.6 Tile-Local Memory Protection

Besides endpoint protection,weneed toprevent activities fromusing
the vDTU to access each others memory or the memory of TileMux.
For example, when sending a message via vDTU, activities need to
specify its address in memory. The vDTU needs a physical address
to load the message frommemory. However, allowing activities to
specify the physical addresswould allow them to, for example, access
memory from another activity on the same tile. For that reason, the
vDTU accepts virtual addresses from activities and translates them
to physical addresses. However, to keep the vDTU small and simple,
some compromises must be made.

To translate virtual addresses to physical addresses, the vDTU
contains a software-loaded translation lookaside buffer (TLB) for
the recent translations. To further reduce the vDTU’s complexity
we restricted the memory range covered by a source or destination
for reads, writes, and sends to a single page. Additionally, we de-
cided against interrupt injections in case of a TLBmiss. These two
restrictions allow the vDTU to check the TLB once before every
command execution instead of, for example, multiple times during
large memory transfers. Thus, the vDTU lets the command fail in
case of a TLBmiss, in which case the activity uses a TMCall to pass
the desired virtual address and access mode (read/write) to Tile-
Mux. TileMux translates the virtual address and inserts the resulting
physical address into the TLB via the vDTU’s privileged interface.

3.7 Waiting forMessages by Blocking Activities

If an activity wants to wait for incoming messages, a non-polling so-
lution is preferable, because it gives other ready activities the chance
to perform useful work. Therefore, TileMux tells the current activ-
ity via shared memory whether other activities are ready. If other
activities are ready, the current activity uses a TMCall to be blocked
by TileMux until a newmessage arrives. However, without further
measures, TileMux cannot block activities without risking that mes-
sage notifications are lost, similar to the lost wake-up problem [53].
Therefore, the solutionmustmake sure that the check for the absence
of newmessages and the blocking operation are atomic. Note that
our current implementation polls the vDTU for newmessages if no
other activities are ready. We leave a more energy-efficient solution
for future work.

With many communication endpoints, atomically iterating over
all endpoints to check for received messages is not desirable. There-
fore, the CUR_ACT register contains not only the id of the current
activity, but also the number of unread messages for this activity.
The vDTU keeps track of messages by incrementing this counter
whenever a message for the current activity arrives and decrements
it on message consumption. For each non-running activity, TileMux
maintains a counter inmemory. Furthermore, the vDTUoffers a com-
mand in its privileged interface that atomically switches to another
activity and returns the contents of CUR_ACT for the old activity.
This approach allows TileMux to check the message count of the
old activity in order to decide whether it can be blocked until a new
message arrives. The atomicity of the command guarantees that no
other events within the vDTU can interfere with the activity switch.

3.8 ReceivingMessages for Blocked Activities

If an activity that is currently blocked receives a message, TileMux
needs to be notified to decide whether it should switch to the recip-
ient. Like in M3 and M3x, messages are transferred between send
endpoints and receive endpoints using credit-basedflowcontrol [44],
which is maintained by the vDTUs. Each send endpoint is connected
to exactly one receive endpoint, whereas receive endpoints can re-
ceivemessages frommultiple send endpoints. Receivedmessages are
stored in a per-endpoint receive buffer in memory. However, in con-
trast to M3x, received messages can always be stored in the receive
buffer of the targeted receive endpoint, independent of whether the
recipient (theownerof the receiveendpoint) is running.The reason is
that the DTU inM3x has only the endpoints of the currently running
activity available. Therefore, theDTUdoesnot knowwhere to store a
message foranon-runningactivityandM3xneeds to fall back to slow-
path communication. The vDTU inM3v knows all endpoints of all
activities on the tile, independent of whether they are currently run-
ning or not, and can therefore always use fast-path communication.

If the recipient is not running, the vDTU additionally injects an in-
terrupt into the core to notify TileMux. Themechanism is called core
request and the core request tells TileMux which activity received
a message. However, as multiple receive endpoints can receive mes-
sages simultaneously, the vDTU needs to maintain a small queue of
core requests. The queue is not accessible for TileMux, but TileMux
can handle the first core request through the vDTU’s privileged
interface. TileMux obtains information about the core request by
reading a register in the privileged interface and has to acknowledge
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the core request by awrite to the same register.Afterwards the vDTU
might issue another core request via interrupt in case the queue is
not empty. Queue overruns are handled via the packet-based flow
control of the on-chip network, which operates independently of
the higher-level credit-based flow control of the vDTU.

3.9 TransparentMultiplexing

Different placements of activities should not require different com-
municationmechanisms.For that reason,wedecided touse thevDTU
for all communication, even if both communication partners run on
the same tile. If the recipient is currently running on a different tile,
it directly receives the message, otherwise TileMux on the receiving
tile receives an interrupt andmarks the recipient as ready.The sender
does not need to distinguish between these two cases, which makes
it transparent for the sender. In contrast, with M3x messages cannot
be delivered via vDTU if the recipient is not running. In this case,
the activity needs to communicate with the controller, which first
schedules the recipient and delivers the message afterwards.

4 IMPLEMENTATION

Our implementation is based on the openly available M3x hard-
ware/software platform [3].We replacedM3x’s support for tilemulti-
plexing with a more efficient multiplexing of general-purpose cores
and virtualized its DTUmodel for gem5 [19]. Furthermore, we im-
plemented the vDTU in hardware with all features to run complex
workloads on our FPGA prototype. To ease the development, we
used both gem5 and the FPGA prototype and made them binary
compatible. M3v, the vDTUmodel in gem5, and the vDTU hardware
implementation are available as open source2. This section explains
the most important aspects of our implementation.

4.1 Hardware Implementation

In contrast to our previous work on M3, we built a hardware pro-
totype of the M3v system architecture. Our hardware platform de-
picted in Figure 4 is implemented on a Xilinx Virtex UltraScale+
FPGA (VCU118 board). The architecture allows to place hardware
components such as cores, memories, and I/O devices on physically
separated tiles. The current prototype contains eight processing tiles
with a single RISC-V core each. One of these processing tiles has an
on-chip NIC attached to its RISC-V core, which provides network
access in our benchmarks. Additionally, our platform has two mem-
ory tiles with interfaces to external DDR4 DRAM. Finally, one tile
runs a hardware UDP/IP stack, which is used exclusively for config-
uration and debugging purposes. This UDP/IP tile is only involved
in benchmark setup and does not contribute to any measurements.
Even though the architecture would allow to build larger designs,
we are limited by the given resources of the FPGA.

All tiles are connected by a network-on-chip (NoC) using a 2x2
star-mesh topology.TheNoCconsists of routers, links between them,
and links to the tiles. Furthermore, each processing tile integrates
a vDTU to enable tile multiplexing, whereas other tiles integrate a
DTU. For simplicity, the following speaks only of the vDTU, which
additionally implements the privileged interface, in contrast to the
DTU. The vDTU controls the interface between the core and the

2https://github.com/Barkhausen-Institut/M3
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Figure 4: TheM3v hardware platformwith eight RISC-V tiles,

twomemory tiles, and one debug tile. The tiles are connected

via a NoCwith four routers (R).

NoC. As described earlier, the vDTU enforces isolation policies on
the hardware level as set up by the controller.

RISC-V Cores. Our hardware platform employs RISC-V cores in
the processing tiles. We use Rocket cores [13] and BOOM cores [63],
which are available as open source. Rocket is a 64-bit RISC-V in-order
core with MMU and 16 kB L1 cache, each for instruction and data,
as well as a shared 512 kB L2 cache. BOOM is the out-of-order vari-
ant of Rocket with the same cache configuration. We set the clock
frequencies of the Rocket and BOOM cores to 100MHz and 80MHz,
respectively, to fullymeet timing requirements during FPGA synthe-
sis and place-and-route. The main memory is located in the external
DDR4 DRAM and can be accessed via the vDTU’s PMP feature (see
subsection 4.3).

Additionally, we integrated a NIC into a selected processing tile,
which provides the necessary hardware basis for our network stack
running on the RISC-V core (see subsection 4.4). The on-chip NIC
is built out of Xilinx Ethernet IP blocks including an AXI-based Eth-
ernet subsystemwith the Ethernet MAC, which is connected to the
external Ethernet PHY. In addition, an AXI DMA block is also con-
nected to the core’s cache-coherent system bus to access data of sent
and received Ethernet packets. The RISC-V core has interrupt-driven
access to the AXI DMA.

Core-vDTU Interface. The core can use the unprivileged and priv-
ileged interface of the vDTU via memory-mapped I/O (MMIO). Both
interfaces offer command registers to operate the vDTU. For example,
the unprivileged interface allows to send amessage via theSEND com-
mand,whichexpects the idof the sendendpoint, themessage address
inmemory, and themessage size as arguments in the command regis-
ters. The vDTU first verifies whether the command can be executed
based on the endpoint with given id (e.g., the message is not larger
than the maximum size set in the send endpoint). To execute the
command, the vDTU has access to the core’s cache-coherent system
bus via DMA. For example, the vDTU loads a message frommemory
via the cache-coherent system bus before sending the message to
the receiver over the NoC.

Virtualized Data Transfer Unit. From a hardware perspective, the
feature set of the vDTU is provided by three main functionalities:
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Figure 5: Hardware implementation of the vDTU. Dashed

blocks and arrows indicate optional components.

1) command execution to enable data transfers, 2) interfacing the
NoC and tile-internal components (e.g., the core), and 3) providing
access to the vDTU’s register file.

First, the vDTU executes commands to support message passing
andmemory transfers (unprivileged commands) aswell as commands
to handle virtual memory and switch between activites (privileged
commands). Commands are implemented as finite state machines.
They are processed and executed in the vDTU control unit as shown
in Figure 5. Furthermore, the vDTU includes logic to access the NoC,
which allows the vDTU to send and receive packets via the NoC.

Second, a memory mapper multiplexes the access of the core
to the vDTU via MMIO and the vDTU’s access to the core’s cache.
Furthermore, to control accesses to physical memory (e.g., shared
DRAM), the memorymapper routes all last-level cachemisses of the
core through physical-memory protection (PMP) within the vDTU.
The vDTU decides whether the access is allowed based on memory
endpoints. The current implementation uses the first four endpoints
as memory endpoints for PMP and selects the PMP endpoint with
the upper two bits of the physical address.

Third, a register file holds the necessary hardware registerswhich
areusedby the corewithin the tile to communicatewith thevDTU. In
our current hardware implemention, the register file contains 2 exter-
nal registers, 4 unprivileged registers, 4 privileged registers, and 128
endpoints. The number of endpoints is a trade-off between usability
and chip area consumption. Significantly increasing the number of
endpointswould require to outsource endpoints to externalmemory.
We leave this open for future work. As shown in Figure 5, parts of
the vDTU drawn with dashed lines can be omitted for specific tiles.
The non-virtualized DTU in the controller tile and accelerator tiles
can omit the privileged registers and privileged commands. DTUs
in memory tiles omit all components with dashed lines.

4.2 TileMux

TileMux is a small software component running on a single tile and
is implemented in Rust. We chose Rust due to the memory-safety
guarantees the language provides and also rewrote the controller
and all system services of M3 in Rust. TileMux supports the x86-64,
ARMv7, and RISC-V architectures, but we focus on RISC-V in this
work, because the FPGA prototype employs RISC-V cores.

Similar to anOSkernel, TileMux is running in the core’s privileged
mode (e.g., supervisormodeonRISC-V)and is enteredviaTMCalls by
activities (e.g., using theecall instructiononRISC-V)andupon inter-
rupts or exceptions. TileMux uses address spaces as provided by the
core’s MMU to isolate activities from each other. Additionally, Tile-
Mux maps itself into every address space using pages that cannot be

accessed by activities. If the running activity causes a page fault, the
core raises a page fault exception,which is handled byTileMux in col-
laboration with a pager, as explained inmore detail in subsection 4.3.

TileMux is responsible for scheduling the activities on its tiles.
TileMux implements a preemptive round-robin scheduler with time
slices and uses timer interrupts to preempt activities as soon as their
time slice is depleted. However, to keep TileMux simple, interrupts
are disabled while TileMux is running. Activities can use TileMux
to wait for events such as received messages and hardware inter-
rupts of tile-local devices (used by the network driver as described
in subsection 4.4). If no activities are ready to run, TileMux runs an
idle activity. As soon as a non-running activity received a message
and has time left to execute, TileMux switches to that activity. Note
that our current implementation pins activities to tiles, but could be
extended to support activity migration between tiles.

As described in subsection 3.4, the vDTU offers an external, privi-
leged, and unprivileged interface. The external interface can only be
used via łexternalž requests from the controller. The privileged and
unprivileged interface are accessible throughMMIO from the core
that is attached to the vDTU. To ensure that activities can only use
the unprivileged interface, TileMux maps the privileged interface
only for itself. Hence, only TileMux can switch between different
activities, maintain the vDTU’s software-loaded TLB, and handle
interrupts upon receivingmessages for non-running activities. Since
TileMux requires endpoints to communicate with the controller, it
has a special activity id and these endpoints are tagged with this
activity id. However, the vDTU does not allow to use endpoints of
non-running activities. Therefore, TileMux needs to switch to its
own activity id before being able to use its own endpoints. In general
when switching between activities, TileMux ensures that no mes-
sage notifications are lost by checking the old value of the CUR_ACT
register after the atomic switch provided by the vDTU.

4.3 MemoryManagement

The memory management in M3v is split into physical-memory
management and virtual-memory management. Physical-memory
access of each tile needs to be granted by the controller and is en-
forced by the tile’s vDTU. If a tile’s core has a memory-management
unit (MMU), activites on this core can use virtual memory.

As described in subsection 4.1, access to physical memory is con-
trolled via the vDTU’s physical-memory protection (PMP) based
on dedicated memory endpoints. As with all endpoints, only the
controller can configure them. The first endpoint is predefined by
the controller to a per-tile region in DRAM for TileMux, whereas
the other endpoints are usable by activities.

The virtual-memory management is split between the controller,
TileMux, and a pager. Like in M3x, the pager is an OS service rep-
resented as an activity. The pager is responsible for address space
layouts of other activities and policies such as demand loading and
copy-on-write, similar as in L4 [32, 35, 57]. If the pager wants tomap
memory for an activity under its control, the pager sends a memory-
mapping request to the controller. The pager needs to provide ca-
pabilities to the controller to proof the legitimacy of the mapping
request. In contrast toM3x, page-table entries are not updated by the
controller, but the controller forwards the mapping request to the
TileMux instance that is responsible for the activity. For that reason,
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the controller does not need to know the page-table format on other
tiles. TileMux trusts the controller that the mapping is valid and
manipulates the page-table entries accordingly. In any case, neither
activities nor TileMux can access any memory outside the defined
PMP regions and theM3v controller makes sure that two tiles do not
have access to the same memory region unless explicitly allowed.

4.4 Network Stack

To enable networking on M3v, we added an OS service called net
based on smoltcp [10]. Smoltcp is a standalone Rust-based TCP/IP
stack for bare-metal systems. Net provides POSIX-like sockets for
clients and uses a per-socket communication channel to exchange
data and events with clients. For example, the client sends network
packets as vDTUmessages through this communication channel to
net, which enqueues the packet for transmission.

Towards the network side, we adapted the AXI Ethernet stan-
dalonedriver fromXilinx [5]and integrated itwithsmoltcp (resulting
in a single software component). In our current hardware platform,
the corresponding AXI Ethernet NIC is attached to a dedicated core.
Therefore, net is always placed on this core.

5 ISOLATIONVS. EFFICIENCY TRADE-OFF

TheM3 architecture provides better securityÐin terms of per-core
isolationÐwhen compared to prevalent off-the-shelf CPUs like the
x86 family. Isolation is improved because M3 cores are physically
isolated from each other and share no resources, whereas x86 cores
share resources like caches, opening the possibility of side-channel
exploits [33, 39].

Both M3x and M3v trade some isolation of M3 for the ability to
multiplex tiles. Namely, if activities share a tile, these activities share
the tile’s resources, opening the possibility of side-channel attacks
based on these shared resources. M3x implements tile multiplexing
in the controller, whereas M3v uses a tile-local multiplexer and a
virtualized DTU. Due to these differences, M3v further trades some
isolation of M3x for more efficiency. Compared to M3, M3v increases
the complexity of the DTU, in hardware, in all tiles, whereas M3x
increases the complexity of the controller, in the software that runs
on a single core. Assuming that more complexity increases the prob-
ability for exploitable bugs, both M3x andM3v are less secure than
M3. By compromising either the controller or any DTU, an attacker
can take over the system in both M3x andM3v.

M3v additionally introduces TileMux as a tile-local multiplexer.
Like the multiplexer in M3x, TileMux needs to maintain meta data
about its activities (e.g., their timeslices), which can possibly be ex-
ploited by attackers. In contrast toM3x, TileMux keeps themeta data
on the same tile as the potentially malicious applications, whereas
M3x stores them in the controller and thereby physically isolated
from applications. We therefore conclude that M3v further trades
off some isolation fromM3x to improve efficiency.

6 EVALUATION

In our evaluation, we first discuss the hardware/software complexity
of the vDTU, the controller, and TileMux. Afterwards, we evalu-
ate the efficiency of tile multiplexing with M3v. We start with mi-
crobenchmarks to provide a basic understanding for the system’s
behavior, followed by a comparison to M3x in terms of performance

Table 1: FPGA area consumption: Logic and LUT-RAM (LUTs),

registers (Flip-flops, FFs), block RAM (BRAM) with 36 kbit

per block.

LUTs [k] FFs [k] BRAMs

BOOM 143.8 71.8 159
Rocket 46.6 22.0 152
NoC router 3.4 2.2 0
vDTU 15.2 5.8 0.5
Control Unit 10.3 3.3 0.5
NoC CTRL 3.2 1.5 0
CMDCTRL 7.1 2.8 0.5
Unpriv. IF 6.2 2.5 0.5
Priv. IF 0.9 0.3 0

Register file 2.0 1.0 0
Memory mapper + PMP 0.6 0.2 0
I/O FIFOs 2.3 0.3 0

and scalability with the number of tiles. Finally, we use application-
level benchmarks to compare M3v’s performance to Linux 5.11. To
run POSIX applications on M3v, we use a port of the musl [9] C
library, which translates a subset of the Linux system calls to the
corresponding API calls of M3v. If not explicitly stated otherwise,
all measurements run on the FPGA prototype, described in subsec-
tion 4.1. To enable performance comparisons to Linux, we run Linux
bare-metal on a single tile of our FPGA prototype using the boot-
loader from RISC-V-PK [12]. Note that Linux runs only on a single
tile, because tiles are not cache coherent, as required by Linux.

6.1 Hardware and Software Complexity

In contrast to previous M3 works, we built a hardware prototype.
Therefore, we evaluate the hardware complexity of the DTU and
the costs for virtualizing it. Furthermore, we show the complexity of
the software components that enable efficient tile multiplexing. For
both hardware and software we use metrics as established proxies
for complexity (FPGA gates, source lines of code).

Table 1 shows the consumed FPGA resources of themajor compo-
nents in our hardware platform. The presented vDTU configuration
includes all extensions and corresponds to the implementation in
the processing tiles including the RISC-V core. In comparison to the
BOOM and Rocket core, the vDTU only requires 10.6% and 32.6% of
the FPGA LUTs, respectively. Since the vDTU contains no memory
or caches, the number of required BRAMs is negligible compared to
the cores. This is an advantage especially when considering a real
chip implementation where memory consumes a substantial part of
the area. The DTU is virtualized by adding the privileged interface
and privileged registers. This increases the size of the DTU’s logic
by 6% and adds four additional registers.

On the software side, the M3v controller consists of 11.5k SLOC
(Rust; 900 unsafe according to cargo-count [1]), to which TileMux
adds 1.7k SLOC (Rust; 50 unsafe). In comparison, the NOVAmicro-
kernel [57], which is similar to the controller, consists of about 9k
SLOC (C++).

6.2 Microbenchmarks

To get a better understanding of the system’s behavior, we start the
performance evaluation with microbenchmarks on the basic prim-
itives in M3v. As a reference, we show the performance of similar
functionality in Linux. Applications onM3v use remote procedure
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Figure 6: Local/remote communication on M3v and similar

primitives on Linux as a reference.

calls (RPCs), consisting of a request and a response, to access sys-
tem services or the M3v controller. Therefore, we measured the
performance of no-op RPCs between tiles on M3v and show the
performance of no-op system calls on Linux as a reference. Addi-
tionally, we measured the performance of tile-local no-op RPCs on
M3v, which requires two context switches and is therefore similar
to two switches between processes on Linux via the yield system
call. Both M3v and Linux run on our FPGA platform. M3v runs the
communication partners on one or two BOOMcores, and Linux uses
a single BOOM core. We performed 1000 runs with a warm system.

The results in Figure 6 show that cross-tile communication (łM3v
remotež) is roughly as fast as a system call on Linux. On M3v, the
RPC requires multiple interactions with the vDTU via MMIO to
send the message, fetch the message on the receiver side, reply on
the received message, fetch the reply on the sender side and mark
the message as read. These vDTU interactions are done without
involving TileMux or the M3v controller. Tile-local communication
(łM3v localž) is significantlymore expensive, because it involves two
interrupts as messages are received for non-running activities. Thus,
TileMux is involved twice and needs to schedule the corresponding
activity. However, as the results show, the costs are on a similar level
as two yields (two context switches) on Linux, even though M3v
requires several vDTU interactions for the two message transfers.

For reference,wenote thatM3xconsumes9 µs for tile-localRPCon
gem5’s 3 GHz out-of-order x86-64 core, translating into about 27k cy-
cles. M3v requires about 5k cycles for the same operation, indicating
a performance advantage over M3x. However, we acknowledge that
these results cannot be directly compared, because M3x obtained
these results on gem5’s out-of-order CPUmodel, whereas M3v used
an out-of-order BOOM core on our FPGA platform. Note also that
M3v could employ a different mechanism for tile-local RPC, sim-
ilar to microkernel-based systems [32, 35], to further increase its
performance. However, we opted against this optimization to keep
communication agnostic regarding the placement of activities.

6.3 OS Services

Following up on the previous microbenchmarks, we now compare
the performance of basic OS services such as file systems and net-
work stacks. The file system benchmarks compare the performance
when reading and writing files using the POSIX read/write API and
access the in-memory file system of M3v and Linux’ tmpfs. For the
extent-based file system of M3v, we limited the size of extents to
64 blocks. OnM3v, we show the read and write performance with
(łsharedž) and without tile sharing (łisolatedž). All involved compo-
nents (pager, file system, and the benchmark) share the same BOOM
core in the former case, and run on separate BOOMcores in the latter

Throughput (MiB/s)

Linux write
Linux read

M³v write (shared)
M³v write (isolated)
M³v read (shared)

M³v read (isolated)
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Figure 7: File read/write throughput comparison. The results

without tile sharing (łisolatedž) cannot be compared to Linux,

because in contrast to Linux, M3v usesmultiple tiles.
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Figure 8: UDP latency comparison. The results without tile

sharing (łisolatedž) cannot be compared to Linux, because

in contrast to Linux, M3v usesmultiple tiles.

case. On both systems we used 2 MiB files, a 4 KiB buffer for read
and write operations, and performed 10 runs after 4 warmup runs.

As shown in Figure 7, the performance of read and write opera-
tions differs significantly betweenM3v and Linux. The reason for the
performancedifferences is that a single readorwrite request toM3v’s
file systemgrants the application direct access to an entire extent. Af-
terwards, the application can perform the actual reads andwrites via
vDTUwithout involving the file system again until access to another
extent is required. In contrast, every read orwrite operation onLinux
is a system call involving the kernel. On both M3v and Linux, writes
are much slower than reads, because blocks need to be allocated,
cleared, and appended to a file. Note that these performance differ-
enceswere also shownbyearlierM3prototypes in simulation [15, 16]
and are now confirmed byM3v on an FPGA platform.

M3v shows better performance than Linux both with and with-
out tile sharing. However, the results without tile sharing on M3v
(łisolatedž) cannot be directly compared to Linux, because Linux
cannot leverage multiple non-coherent tiles. In contrast, the results
with tile sharing (łsharedž) are comparable to Linux, because both
run the involved components on a single tile. Note that the M3v
controller is rarely used during the benchmark, but is always called
synchronously, so thatM3v does not take advantage of the additional
tile. As shown in Figure 7, tile sharing has an impact onM3v’s read
and write performance. The reason is that requests for new extents
require a call to the file systemvia a tile-local RPC, involving two con-
text switches. However, independent of tile sharing, all data accesses
are performed directly via vDTU. Note that the throughput numbers
are smaller than the throughput of today’s systems, because the
BOOM cores on our FPGA prototype are clocked with only 80MHz.

To compare basic network performance, we measured the UDP
latency between a sender running on a BOOM core of our FPGA
platform and a receiver on an AMD Ryzen machine that is directly
connected via Ethernet. We used 50 repetitions of sending and re-
ceiving 1 byte packets after 5 warmup runs. The results are shown in
Figure 8. Like in the file-system benchmarks, the numbers without
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Figure 9: Scalability of context-switch-heavy applications on

M3x andM3v with tile multiplexing.

tile sharing onM3v (łisolatedž) cannot be compared to Linux. With
tile sharing (łsharedž),M3v shows competitive performance to Linux.

6.4 Comparison withM3x

After the microbenchmarks, we now compare the efficiency of tile
multiplexing onM3v withM3x. Since M3x does not run on the FPGA
platform, we use gem5 and replicate benchmarks previously per-
formed with M3x [14] on M3v with the same settings on gem5. In
contrast toRISC-Vas in the other benchmarks,weuse a 3GHzout-of-
order x86-64 core in each tile. To stress both systems, the benchmark
uses communication-heavy applications based on system call traces.
Weuse traces from łfindž and łSQLitež, both accessing an in-memory
filesystem. The find benchmark searches through 24 directorieswith
40 files each, whereas the SQLite benchmark performs 32 database
inserts and selects. These traces were recorded on Linux and are
replayed on both systems using a traceplayer. We execute one trace-
player on each tile and connect it to a filesystem instance on the same
tile. Therefore, all calls to the file system require a context switch
from the traceplayer to the filesystem and back.

Figure 9 shows the resultswhen executing these benchmarkswith
one up to 12 tiles. The y-axis shows the number of application runs
per second after one warmup run. As can be seen, the throughput of
M3x improves only slightly with an increasing number of tiles. The
reason for this behavior is the single-threaded controller performing
all context switches on all tiles. Note that the benchmark on M3x
does not run reliably with higher tile counts (8 and 12 for find, 12
for SQLite) and therefore these numbers are missing in Figure 9.
In contrast, M3v scales almost linearly up to 12 tiles. Since context
switches are performed tile-local, scalability is only limited by other
shared resources in the system such as the controller. Finally, with
a single tile, M3x executes 45 and 49 applications per second with
łfindž and łSQLitež, respectively, whereas M3v executes 84 and 111,
constituting a performance improvement of about 2x.

6.5 Macrobenchmarks

We want to frame our application-level performance evaluation
within a larger scenario to show the applicability of our results. We
did not implement this scenario end to end, but we zoom into spe-
cific aspects, which we quantify with individual experiments. We
envision our platformwithin an example Internet-of-Things (IoT)
device and within a cloud server. Our IoT example is a simplified
voice assistant, which continuously listens to room audio and scans
for a trigger word. Once the trigger is detected, audio data is com-
pressed and sent to the cloud for further processing. As one part of a

larger voice recognition pipeline, our cloud service stores extracted
observations in a key-value store for retrieval by other services.

In a world where we consider software and hardware vulnerable,
we must think of the trust domains within our applications and how
to map them to cores. On the IoT voice assistant, it is crucial that
audio data remains on the device until the trigger word is detected.
Access to the audio stream should be protected even when the at-
tacker compromises the network stack and exploits a vulnerability
in the underlying core. A similar argument can bemade for the cloud
use case, where multi-tenancy is an important requirement. The
key-value storemay hold sensitive data, which needs to be protected
from breaches of inter-tenant isolation.

6.5.1 Voice Assistant. For the first part of the application-level
benchmarks, we zoom into the introduced voice assistant as it could
run on an IoT device. The voice assistant consists of four compo-
nents: 1) the scanner that looks for trigger words, 2) a compressor

that receives selected audio samples from the scanner and sends
them to the cloud, 3) the network stack for these transmissions, and
4) the pager that manages the address spaces of the former two. The
scanner does not use a pager, but gets all pages mapped right away
to minimize its trusted computing base. To receive audio samples,
the scanner delegates a memory capability to the data in memory
to the compressor. The compressor uses libFLAC [2] as a lossless
compression and sends the result to another machine.

To show the overhead of tile multiplexing, we map this scenario
to our platform by either placing all components but the scanner
on the same tile to save resources or by placing each component
on a dedicated tile. The scanner runs on a separate Rocket core to
strongly isolate it from the other components, which run on a com-
plex out-of-order BOOM core. In reality, the compressor would send
the audio data via TCP to the cloud service. Unfortunately, evenwith
a direct Ethernet connection between the FPGA and another ma-
chine, we observed several packet drops, which made it impossible
to get reproduceable results on M3v3. We therefore decided to send
the data out via UDP and ignore lost packets.

With 16 repetitions after warmup we obtained 384ms without
sharingand398mswithsharing, constitutinganoverall sharingover-
head of 3.6%. However, note that this overhead does not only stem
from the actual context switches, but also from the fact that the com-
pressor, the network stack, and the pager compete for the same core.

6.5.2 Cloud Service. Finally, we evaluate the cloud side of our voice-
activation system. The cloud service hosts leveldb [8] as a key-value
store to aggregate data from IoTdevices andperform further analysis
on the data. In particular, it offers the ability to answer requests on
the stored data. Therefore, the scenario comprises four components:
1) the database using leveldb and handling requests, 2) the file sys-
tem as a backend for leveldb, 3) the network stack to receive and
answer requests, and 4) the pager to manage their address spaces.
The question we strive to answer is whether M3v delivers compet-
itive performance for such a complex and communication-heavy
application scenario with and without tile sharing.

To support networking on Linux, we used the available Xilinx
Linux driver for AXI Ethernet NICs with DMA support [4]. Like for

3We suspect problems in smoltcp in combination with the vast performance difference
between the 80MHz BOOM core on the FPGA and an AMD Ryzen 7 2700X on the other
side, which prevents sender and receiver to get in sync.
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Figure 10: Cloud service in comparison to Linux. The results

without tile sharing (łisolatedž) cannot be compared to Linux,

because in contrast to Linux, M3v usesmultiple tiles.

the voice assistant, TCP was not usable due to huge variations on
M3v. Since UDP does not allow to receive data reliably and, most
importantly, reproducably between runs and fair betweenM3v and
Linux (random packet drops make the results incomparable), we
decided to not just send the results to another machine via UDP, but
also the requests. For that reason, the database reads the requests
ahead of time from a file, executes them afterwards and sends the
requests and results via UDP to another machine.

To let the database handle a realistic workload, we use the Yahoo!
Cloud Serving Benchmark (YCSB) [6], which supports insert, update,
read, and scan operations. Scan operations are the most expensive,
because they need to walk through large parts of the data to find
a range of values. For that reason and also to understand the be-
havior of different operations, we execute read-heavy, insert-heavy,
update-heavy, and scan-heavy workloads. The first three omit the
scan operation and use a proportion of 80-10-10 (e.g., 80% reads,
10% inserts, 10% updates). The scan-heavy workload omits updates
and has a 80-10-10 proportion for the other three. Finally, we use a
mixed workload using a 50-10-30-10 proportion for reads, inserts,
updates, and scans, respectively. All workloads are generated with
the Zipfian distribution and are based on 200 records that are created
first, followed by the execution of 200 operations on these records
according to the stated proportions.

Figure 10 shows the result of 8 runs after 2 warmup runs as a
comparison betweenM3v with isolated tiles (łisolatedž), with one
shared tile for all four components (łsharedž), and Linux. The plot
shows the total runtime in seconds split into user and system time.
On Linux, user and system time was obtained by getrusage. On
M3v, time spent by the file system and network stack is considered
system time, whereas the remainder is accounted as user time. For
implementation-specific reasons, time spent by TileMux and the
pager is also accounted as user time onM3v, resulting in more user
time than on Linux. The results depend on the workload, because in-
serts andupdates causefile systemwrites,whereas scansarememory
intensive. All workloads cause UDP network traffic.

In general, M3v benefits from direct data transfers with the vDTU
as indicated by the microbenchmarks. As before, the results of M3v
with isolated tiles (łisolatedž) cannot be compared to Linux, because
Linux runs on a single tile. We therefore show the results with iso-
lated tiles only for completeness. Placing all components on a single
tile (łsharedž) leads to a slowdown as more components compete

for the same core, but M3v shows still competitive performance for
reads, inserts, and updates. However, Linux performs worse than
M3v (łsharedž) for scans. We suspect, that the small L1 instruction
cache (16 kB) and Linux’ code size cause the application to lose most
of its state on every system call, which happen frequently during
this benchmark. M3v’s smaller components lead to less cache foot-
print and due to the M3v architecture, many file system calls can
be handled via the vDTU without context switches. However, we
believe that Linux could benefit from extensions like FlexSC [56] to
reduce its cache footprint. Note that the M3v controller runs on a
simpler and more trustworthy Rocket core, but is rarely involved
during the benchmark. If it is involved, it is called synchronously,
so that M3v does not take advantage of the additional tile. Finally,
we want to highlight that even with tile sharing, M3v isolates all
participating components from each other like inmicrokernel-based
systems, whereas Linux executes the file system, network stack, and
pager in privileged mode without any isolation.

7 RELATEDWORK

M3v implements core multiplexing by virtualizing the DTU in the
context of a tiled architecture. We therefore discuss related work for
I/O device virtualization, architectures distributed across physically
separate compute resources, and inter-process communication.

I/O Device Virtualization. Bypassing the kernel has been iden-
tified as a key design principle [50] for fully utilizing the perfor-
mance offered by modern I/O devices [44]. Kernel-bypass also en-
ables application-specific shortcuts for interactions across multiple
devices like streamingdata fromstorage to thenetwork[43].Contem-
porary userspace driver libraries like DPDK [7] and SPDK [60] have
evolved into complete system architectures like Demikernel [62].
Naturally, the performance benefits of kernel bypass should be re-
tained when virtualizing devices to share them among multiple
clients. For instancewithstoragedevices, software-basedapproaches
like SPDK-vhost [61] or MDev-NVMe [49] implement device vir-
tualization by means of dedicated virtualization servers that use
shared memory for communicating with their clients, thus avoiding
the tax of entering and returning from the kernel. However, such
approaches consume a significant amount of CPU resources, as they
have to poll on saidmemory regions. ELI [24] has demonstrated how
I/O device virtualization can use blocking communication while still
achieving near-native performance by handling interrupts directly
within virtual machines, but supports only direct device assignment
to a single client. Solutions like LeapIO [37] extend the I/O device
with additional hardware to allow secure sharing among multiple
clients. I/O devices later added standard functionality similar to ELI
(called IOMMU posted interrupts) that also allows multiple clients.

To compare the vDTU against SR-IOV, let us establish a M3v-like
system based on SR-IOV: Consider a set of virtualmachines (VMs) as
applications. Assume that 1) all these application VMs executes on a
single physical server, 2) eachVM is allocated its own SR-IOVNIC in-
stance, 3) the memory accesses of each NIC instance are constrained
by the IOMMU to only access the private memory address space of
the corresponding application, and 4) the system is configured such
that the only means of communication between applications is via
their SR-IOV NIC instances. In such a system, these SR-IOV NIC
instances share several commonalities with vDTU communication
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channels, notably, that they are implemented as replicated state in
hardware, and they provide direct communication between applica-
tions, shielding them from each other in the presence of application
multiplexing. The differences are: 1) the SR-IOV channels operate
across PCI, whereas vDTU channels operate across the much faster
network-on-chip, 2) the SR-IOV hardware state is implemented in a
single component (theNIC), whereas vDTU state is distributed (each
vDTU stores state of the applications that execute on the associated
core), and 3) the IOMMU provides full address translation services,
includingpage tablewalks and, potentially [36], a page fault protocol,
whereas the vDTU only supports a software-loaded (IO)TLB.

Physically SeparateCompute Resources. Barrelfish [17] introduced
themultikernel concept, which runs an independent kernel instance
on each core and uses message passing to communicate between
kernel instances. The idea of remote system calls by placing ker-
nel code on dedicated cores was explored by FlexSC [56]. Within
large-scale distributed systems, CapNet [20] has promoted the idea
of using capabilities to manage communication permissions. Sim-
ilarly, Caladan [58] proposed a distributed capability-based OS for
data centers. Caladan runs a distributed kernel on Smart NICs and
uses RDMA for cross-node communication. M3 and its extension
M3v run a capability-based OS on a tiled architecture, communicate
between tiles via vDTU, and run a controller on a dedicated tile to
setup communication channels.

Inter-Process Communication. Inter-process communication (IPC)
has a long history [18, 21, 25, 32, 34, 38] and exists in different flavors
such as shared memory, pipes, or messages. We focus on message-
based IPC and discuss works related to the vDTU-based message
passing between activities on M3v. Message-based IPC is used in
many microkernel-based systems [16, 26, 32, 35, 57] to exchange
data between otherwise isolated applications and OS services. Early
L4 prototypes [38] transferred messages in CPU registers between
applications, whereas modern L4 systems [32, 35, 57] transfer mes-
sages based on pinned pages that are shared between application
and kernel. DLibOS [42] is based on the Tilera architecture [59]
and leverages its intercore messaging facility for IPC between cores
without involving the kernel. Similarly, SkyBridge [45] proposed the
usage of the VMFUNC instruction for kernel-bypassing communica-
tion. All these systems implement IPC using standard CPU features
or extensions of the CPU instruction set. In contrast, IPC in M3v
is based on a dedicated and per-core hardware component. Simi-
larly, the MAGIC component of the FLASHmultiprocessor [34] is
a dedicated hardware component that allows message passing be-
tween cores. However, in contrast to the fixed-function hardware
implementation of the vDTU, MAGIC is implemented in software
on a general-purpose processor. In addition tomessage passing, M3v
also uses the vDTU to control cross-tile memory accesses, which is
similar to components like NoC-MPU [51] and DPU [23].

8 DISCUSSIONAND FUTUREWORK

Legacy Support. Our implementation already employs a port of
the musl [9] C library, which translates Linux system calls to the cor-
responding API calls of M3v. This approach allowed us to easily run
existing software such as leveldb or libFLAConour platform. Further

legacy support is imaginable by running a complete Linux on a tile
with restricted access to tile-external resources through the vDTU.

Cache Coherency. Our current prototype does not maintain cross-
tile cache coherency,whichwedeemsufficient for typical IoTdevices.
However,more complex use cases could benefit from this feature.We
believe thatM3v could support cross-tile cache coherency, while still
providing strong isolation between tiles. Building upon our phys-
ical memory protection, we could allow cross-tile cache-coherency
traffic only if it conforms to the PMP restrictions of the participating
tiles. In this way, each tile could have private memory areas, but
also share selectedmemory areaswith other tiles. Implementing and
evaluating this idea is left for future work.

Accelerator Support. M3v shares the simplified integration be-
tween general-purpose cores and special-purpose accelerators with
M3 andM3x, allowing users to easily utilize them in a unifiedmanner.
For example, accelerators can run łautonomouslyž and access OS
services like inM3x. However, M3v focuses on efficient multiplexing
of general-purpose cores and does currently not support multiplex-
ing of accelerators. We believe that accelerators can be multiplexed
remotely as in M3x, but the multiplexing should be implemented by
an OS service on a user tile rather than by the controller. However,
we leave accelerator multiplexing for future work.

Scalability. Our current prototype uses a single instance of the
M3v controller. Although the controller is rarely involved during
runtime and primarily when new activities are set up, it will become
a bottleneck with a large number of user tiles. However, as already
shown by SemperOS [27], M3 can scale to hundreds of user tiles
when employing multiple controller instances. We believe that our
current implementation can be extended similarly.

9 SUMMARY

M3v builds upon M3x but trades some of the isolation and gener-
ality of M3x for more efficient core sharing. M3x multiplexes cores
and accelerators with the same mechanism and remotely from a
dedicated core, whereas our work introduces a new approach to
multiplex cores efficiently. M3v improves themultiplexing efficiency
with a core-local multiplexer and by virtualizing the on-chip hard-
ware component for cross-core communication. Our results show
that the additional hardware costs are modest. In comparison to
M3x, M3v achieves a two-fold performance improvement when run-
ning workloads with frequent context switches on a single core and
scales almost linearly with the number of cores. However, M3v loses
some isolation in comparison to M3x, because the multiplexer keeps
its state on the same core as the potentially malicious applications.
Finally, we show that M3v exhibits competitive performance in com-
parison to Linux, even for workloadswith frequent context switches.
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A ARTIFACTAPPENDIX

A.1 Abstract

Ourwork studies a hardware/operating-system co-design and there-
fore requires custom hardware. The artifact contains the hardware
platform in form of bitfiles for the Xilinx VCU118 FPGA. For the
software side, it includes the source code of all M3v components, the
modified Linux kernel we compared M3v against, and all scripts to
run the benchmarks. Executing the scripts will build all required
parts, run the experiments on the FPGA, and produce the plots. For
comparison, the artifact also contains the raw results used for the
plots in this paper. The artifact covers the results of subsection 6.2,
subsection 6.3, and subsection 6.5.

A.2 Artifact Check-List (Meta-Information)
• Program: M3v operating system, Linux, RISC-V PK, buildroot, LevelDB,
and Yahoo! Cloud Serving Benchmark (YCSB). All are included in the
provided source code.

• Compilation: GCC cross compiler, Rust nightly-2021-04-19, and Vivado
Lab 2019.1. The cross compiler is included and built automatically. The
Rust compiler is downloaded and built automatically.

• Hardware: Xilinx VCU118 Evaluation Board Rev 2.0, a Quad Gigabit
EthernetFMCCardOP031-1V8 foranadditionalEthernetport, andanother
machine that is connected to this Ethernet port.

• Execution: The experiments will run for about 1 hour.
• Metrics: We use execution time, latency, and throughput as metrics.
• Output: The scripts produce files with raw numbers and plots. The ex-
pected results are included.

• Howmuch time is needed to prepare workflow?: 1 hour
• Howmuch time is needed to complete experiments?: 1 hour
• Publicly available?: The source of the complete software part and the
vDTU and NoC of the hardware part are publicly available. The FPGA
bitfiles are also publicly available.

• Code licenses: M3v is available underGPLv2. Please refer to the LICENSE
file in root directory for the licenses of the other contained components.

• Archived: 10.5281/zenodo.5863686.

A.3 Description

A.3.1 How to Access. Both the hardware and software platform
are available on Zenodo (10.5281/zenodo.5863686) and on Gitlab
(https://gitlab.com/Nils-TUD/m3bench).

A.3.2 Hardware Dependencies. M3v requires a custom hardware
platform, which we provide in form of bitfiles for the Xilinx VCU118
FPGA. Additionally, the FPGA board needs an Ethernet FMC card
(Quad Gigabit Ethernet FMC Card OP031-1V8) for an additional
Ethernet port besides the port to load programs onto the FPGA. This
additional port should be connected to another machine to host the
communication partners for our benchmarks. In our benchmarks,
we connected the FPGA to an AMD Ryzen 7 2700Xwith a Realtek
RTL8111/8168/8411 1Gb/s NIC and Linux 5.4.0.

A.3.3 Software Dependencies. Both M3v and Linux require specific
C/C++ and Rust compilers for RISC-V. These will be downloaded
and built automatically. Vivado Lab is used to program the FPGA
with the provided bitfiles.

A.4 Installation

The repository needs to be cloned as follows:

git clone https://gitlab.com/Nils-TUD/m3bench.git --recursive

The repository contains a README.mdwith all instructions to build
everything and run the experiments.

A.5 Evaluation and Expected Results

The expected raw results are contained in the expected-results
directory and can be compared with the raw results produced by
the evaluation in the results directory. For example, the following
commands can be used to compare the results:

tail results/*.dat > res.txt

tail expected-results/*.dat > expected.txt

vimdiff res.txt expected.txt

A.6 Notes

Since the measurements are done on an FPGA platform and involve
networking, small differences between the results reported in this
paper and new runs are expected. For that reason, the plots in this
paper show the standard deviation of the measurements.

Note also that benchmarks will be automatically repeated on
failure, because some occasional failures are unavoidable (e.g., some-
times loading programs onto the FPGA fails due to UDP packet
drops). Additionally, there are still some hardware/software bugs
due to system’s complexity that we have not found yet.

A.7 Methodology

Submission, reviewing and badging methodology:

• https://www.acm.org/publications/policies/artifact-review-badging
• http://cTuning.org/ae/submission-20201122.html
• http://cTuning.org/ae/reviewing-20201122.html
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